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Abstract dressed concerns on corporate governance and socisttinve
Preventing the materialization of climate change isoneofthe 1 NP9 ( Capel l e- Bl ancard & Monjo
main challenges of our time. The involvement of the financial  years later when more articles were produced on a broader
sector is a fundamentgillar in this task, which has led to the set of problems related to climate. Interestingly, a change in

emergence of a new f_ield in the_ literature, climate finance. In the publication regime is observable from the year 2015 on-
turn, the use of Machine Learning (ML) as a tool to analyze — ards (Malhotra & Thiur 2020), which might be associ-
climate finance is on the rise, due to the need to use big data ated with the signing of the Paris Agreement (UNFCCC

to collect new climateelated information and model com-
plex nonlinear relationships. Considering the potential for 2015), as suggested by Cunha et al. (2021). The agreement

the use of ML in climate finance and the proliferation of arti- followed a warning by environmental scientists back in
cles in this field, we propose a survey of the academic litera- 2014 with the publication of the fifth assessment report
ture to assess how ML is enabling climét@nce to scale up. (AR5), which defined the anthropogenic nature of climate

The contribution of this paper is threefold. First, we do a SYys- Change from unabated greenhouse gas emissions. This
tematic search in three scientific databases to assemble a cor- emergency call has been corroborated by the sixth assess-

us of relevant studies. Using topic modelling (Latent Di- o . .
ﬁchlet Allocation) we uncovergmegentative thegrri(atclus- ment report AR6 (2022) which illustrates the lag still exist-

ters.This allows us to statistically identify three overarching ing on policy implementationsoteffectively limit global
research areas, and seven granular application domains where temperature increase to well below 2°C by the end of the
ML is playing a significant role in climate finance literature: century. This scientific evidence is pushing the field of cli-
physical risks (natural hazards, biodiversity and agricailtu mate finance as a priority and triggering an impressive

risk), transition risks (carbon markets and energy econom- growth in publications. In fact, Liang & Renneboog (22
ics), and corporate and social responsibility (ESG factors & = 0 that despite its relatively late advent, the literature has

investing, and climate data). Secondly, we do an analysis b . tiall d ving t d -
highlighting publication trends, and a breakdown of ML een growing exponentially and evolving towards various

methods applied; anttirdly, we provide a literature review topics® As evidence, high quality economic journals now
of each topic, pointing out emerging research directions. dedicate special issues to climate and sustainable finance

topics? This rew prolific academic work has also been ac-

. companied by international financial regulators and super-
1. Introduction visors who have been actively working recently within and
across institutions to scale up climate finance to develop a
new financial architecture that propeiincorporates and
manages climateelated opportunities and risks. Just as an
example, the European Central Bank set up in 2021 a dedi-
cated ECB Climate Center and the Federal Reserve joined
the Network for Greening the Financial System (NGFS) in
late 20D.

The relationship between economic and environmental sci-
ences has increasingly attracted the attention of economic
researchers and professionals (Carvalho et al. 2016). The in-
ception of the field, initially known as resource economics,
is usually linked to theeminal work of Nobel Laureate Wil-
liam Nordhaus, who modelled the interactions between cli-
mate change and the economy. From there, more specifi-
cally on finance, early work on sustainability mainly ad-

! Notably, we reiterate that this sudden interest on the topic exploded only 2 For instance, the Review of Financial Studies, in March 2020. Also, the-
some years ago. As evidence, the three top finance journals (Journal of Fi- matic journals on environméal, climate and resource economics appear
nance, Journal of Financial Economics and Review oérdial Studies) on top rankings like IDEAS/RePEc.

did not publish a single article related to climate finance between January

1998 and June 2015, as indicated by ERainey et al. (2017).



One characteristic of climate finance literature is how frag- identify as relevant application domains. To the best of our
mented the research is. This is not only a bibliographic con- knowledge this is the first survey that thoroughly covers
cern, as it also makes it difficult to join efforts from different ML-based studies in climatenfince, building a unique set
academic profiles in order to develop specific research. In a of papers from different public databases, such as Web of
literature review performed by Cunha et al. (2021) the au- Science, Google Scholar and Dimensions.ai. Notably, we
t hor s ¢ on makesdt difficulttoadentify what‘con-  make an effort to map which ML methods are mostly used
stitutes the field and what differentiates it from traditional by each climate finance topic, aiming to facilitate a puofb
finance , due to the poor t heor undesstandinghof bow ML ltan ecablen diragpet finaode to* s u s
t ai na b iopiniansHared by several others like Ca- grow as a research field. This could be useful for future re-
pell e-Blancard & Monj on ( 2 0se&chersinterestedgn janing this acaddmic deb&te) gswella | ¢
& Sharma (2019), Liang & Renneboog (2021) and Giglio et as policy makers looking for ways to better design climate
al. (2021). This calls for a precautionary need to define the finance instrumets and policies. Indeed, the value of aca-
scope of our survey on climate finan¥ge will rely on the demic research in the overall innovation process has been
definition provi ded thbtwols®f g Iwidely irvastigatdd (see(fo? iGstadicg Quatearo & Scandura
financial economics designed for valuing and managing risk 2019), and in climate finance this has been recently recog-
which can help society assess and respond to climate nized in the last Conference of the Pg@©P26), where it
changé . Al t hough we wil/ us e hasmeemstated tvat Al and Mlhoan plag a key ralel in im-
mate fhance, we acknowledge that three concepts are usedportant climaterelated topics like prediction, mitigation,
indistinctively in the academic literature, namely green fi- and adaptation, in ways we cannot afford to ignore (Clutton
nance, climate finance and carbon finance (Zhang et al., Brock et al. 2021).
2019)3

Importantly, our survey results supptre relevance of ML
Another characteristic of climate finance as a field is the dif- as a driver of the publication trend in climate finahee
ficulties researgers have to face in order to perform a solid view that is starting to gain traction within economic and
empirical analysis. To name some of them: the growing ac- financial journals (e.g.: Musleh Aartawi et al. 2022). It is
cess to climate data, though still of limited reliability, and also aligned with the nascent concern from finareughor-
the statistical complexity to model the ntmear behavior ities on understanding the potential application of new tech-
of climate change. These kindlgroblems create profound  nologies to resolve operational problems identified in cli-
mathematical challenges for making inference about the real mate finance. We refer for example to the €28 Tech-
climate (Stephenson et al. 2012) and its relationship with the sprint 2021, a race horse between private sector players lev-
economy. In fact, DiaRainey et al. (2017) conclude that eraging technologs to solve a series of pidentified prob-
methodological constraints could explain prewdack of lem statements (climate data collection, analysis of climate
climate finance research in top finance and business jour- related financial risks, and better connecting projects with
nals. Additionally, classical problems like the presence of investors). On this same effort, we can also highlight the
endogeneity is cornerstone in climate finance, as the impactglobal Fintech Hackcelerator fargreener financial system
of climate on the economy is twolded due to the existence  sponsored in 2021 by the Monetary Authority of Singapore,
of a feedback loop. This has been widely recognized by pol- or the 2021 Green Fintech Challenge, hosted by the Federal
icy makers (European Commission, 2020), academics Conduct Authority in UK. Significantly, with a longer term
(Gourdel et al. 2022) and financial supervisors (NGFS 2019, view, the Bank of International Settlements hastegta se-
NGFS 2021). At the same time all these features justify the ries of Innovation Hub&ISIH) worldwide, and a Network
recourse to ML from researchersilaxperts as this technol-  (BISIN) who are experimenting and monitoring new devel-
ogy is particularly well suited to deal with these problems. opments in climate finance innovation. Finally, the success
Taking into account the proliferation of articles in climate of ML applied to climate finance issues is also corroborated
finance, the increased use of ML, and the fragmentation of by a new wave ofrojects and marketriven solutions
the literature, in this article we propose a SystBc review which are flourishing in the private sector, giving birth to a
of studies that rely on this technology to solve climate fi- new mar ket segment currently |
nance problems. To face the challenge of heterogeneity of (Machiavello & Siri 2020).
topics within the field, this survey leverages on Natural Lan-
guage Processing (NLP), in particular we implement a La- The paper is organized as follows. Section 2 explores th
tent Dirichlet Allocation (LDA) model, to statistically un-  role of ML in climate financeSection3 explains the meth-
cover latent topics which we are then able to successfully odology of the survey bad on topic modelling. Section 4

3 Similarly, we will leave out of our scope any work not touching upon tion exists as some studies do not disentangle environmental from govern-
climate change, and exclusively focusing on social topics, like corporate ance and social factors, for instance, those focusing on the impastof E
governance, impact investing, #cinvesting and financial inclusion, scores on corporate performance. In this sense, some work from sustainable
which would fall under the label of sustainable finance. Though, a limita- finance will be included.

4 Results shown in the Appendix.



details the findings from the clustering, and analysis of pub- As very illudratively explained by Huntingford et al.

lications. Sectiorb includes some analysis on publication (2019), and Castle & Hendry (2022), shared characteristics

trends, and Sectiondncludes. of financial and climate time series make ML tools appro-

priate for studying many aspects of observational climate

. . change data and its economic impact. iRgtance, green-

2. The role of Machine Learning house gas emissions are a major cause of climate change as
in Climate Finance they accumulate in the atmosphere. As these emissions are

According to Athey (2018), ML is a field that develops al- Curren'tly malnlly due to economic "?‘?“‘"W’ flna'nmal ano! cli
. ] . . . _mate time series have commonalities, including considera-
gorithms designed to be applied to datasets, with the main _ .~ . : ) ; 2 .
. S P .~ bleinetia, stochastic trends, possible nonlinearities, omitted
areas of focus being prediction, classification, and clustering ~_". i .
. o . : : ; variables and abrupt distributional shifts. Moreover, both
or data processg (e.g.: dimensionality reduction). While oo . .
; N : ; disciplines lack complete knowledge of their respective
conventional statistical and econometric techniques, such as : . e
. L : DGPs, so datdriven model search allowing for shifting
regression, often work well, there adéosyncratic method-

: ) . : distributions is importangnd ML offers a rigorous route to
ologicalproblem that may benefit from using different tools. ! . .
2 . o . analyzing such complex data. The appeal of ML is that it
This is particularly relevarih climaterelated issues.

manages to uncover generalizable patterns. In fact, the suc-
cess of ML is largely due to its ability to discover complex
relationships that were not specified in ags@ It manages

to fit complex and very flexible functional forms to the data
without simply overfitting, that work well owdf-sample
(Mullainathan & Spiess, 2017).

First, the usual large size of the datasets involved in climate
finance may require more powerful statistical manipulation
tools. In recent years, the quantity and granularity of eco-
nomic data in general has improved dramaltycdlhe good
news is that the sudden explosion of mitreel datasets of-
fers an unparalleled insight into the inner workings of the
economy and financial systems. The bad news is that da-
tasets are increasingly more complex to deal with (L6pez de
Prado, 2@9). As an example with climate finance implica-
tions we can point just to the high variance among the tem-
perature predictions of the 20 global climate models, from
various laboratories around the world, that inform the Inter-
governmental Panel on Climate &fge (IPCC), with data
for over 100 years (Monteleoni et al. 2011). In fact, some 0
the most interesting datasets in climate finance are not only
high-dimensional, but also unstructured, like news articles,

voice recardings or satellite image@yfchiagie financial risks to global assets measured in the ftrillions of

complexity of JuCREiEIRIlena thegggasure, Towlg thatdollars. However, it is hard to forecast where, how, or when

;nna;;;/s?; theglPUatasel= Q@R ond TSP of econometncclimate change will impact the stock price of a given com-

pany, or even the debt of antire country. Financial shert
termism fails to incentivize the prediction of medium or
long-term risks, which include most climate chasngtated

Importantly in climate finance, ML offers us the opportunity

to explain relationships th&ave the potential for huge so-

cietal impact (Hoepner et al. 2021). Indeed, the effects of
climate change are increasingly visible. Storms, droughts,
fires, and flooding have become stronger and more frequent.
Global ecosystems are changing, including tiatural re-
sources and agriculture on which humanity depends. Yet,

¢ year after year, these emissions rise, giving only a pause dur-
ing Covid19 lockdown. Inthewelk nown “ Tr agedy
Hori zons”, Mark Carney (2015)
mental impacbf climate change translates into substantial

Second, big datasets may allow for more flexible relation-
ships between the variables than simple linear models. It hasex osures such as phvsical impact on assets. As we will see
been largely recognized that ML techniques such as decision b phy b ‘ :

. . can help us to clposwerythis
trees, support vector machines, neural nets, deep learning, : L
y illustrative example is given by researchers from the Quebec
and so on, may allow for more effective ways to model com-

plex financial and economic relationships (Varian 2014, Al Institute (2021), who warned during the last COP26 that

Athey 2018, Athey & Imben018). The key advantage  Prevening climaterelated catastrophic consequences wil
and one common feature of many ML methods is that they N g polieyaking

. . . . haviors. Howeer, many cognitive biases (like abstraction
use data driven model selection, treating the-dateerating . . . :
. and myopic term discount) might prevent us from taking ac-
process (DGP) as unknown, allowing researches to deal

with large datasets without imposing restrictive assump- tion today. To tackle this market failure, they developed

. . . “Thi Il i m n EXi
tions. On the other hand, as described by Breiman (2001), s C ) ate doe S ot st
" . - , ness ML (in particular Generative Adgarial Networks, or
traditional modedriven statistical community assumes that : . . .
. . . GANSs) to create images of personalized climate impacts

the data are generated by a given stochastic process, being, . . : . . )

. : . which will be especially powerful in overcoming the barri-
able to better understand the relationship between the varia- . .y .

ers to action and raising climate change awareness.

bles.



On measuring climate awareness, ML and alternative data model climate change as a geopolitical risk, forecasting its
are playing &ey role themselves. For instance, Sluban et al. impact on several financial assets.
(2015), Cody et al. (2015) and Shangguan et al. (2021), em-
ploy different ML algorithms to analyze the sentiment to- As a conclusion, the emerging use of Al and ML is disrupt-
ward selected topics related to the environmental issues ining and transforming the financial industry (Wall, 2018).
Twitter. Drawing on largescale omputational data and ML~ Climate finance is a particular area where innovation is
methods, Farrell (2016) shows that media organizations growing fast and having big impact, as acknowledggac-
with corporate funding were more likely to have written and ademics, policy makers, and market participants. As an ex-
disseminated texts meant to polarize the climate change de-ample, in a position paper Kaack et al. (2020) hope that re-
bate. On the same front, Stecula & Merkley (2019) use a cent breakthroughs in ML can help us get closer to achieving
Support Vector Machine (SVM) to identify economic, con- the UN SDGs, and Kumar et al. (2021) think that rae
servative ideological, and uncertainty frames in the press technologies agjed to sustainability can make significant
coverage of climate change in some of the most influential contributions to the green transition. Both-4rtawi et al.
US media sources. Lynam (2016) explores social adaptation(2021) and Avgouleas (2021) suggest that cuttidge fi-
to climate change from a seft micronarratives collected in nancial technology encompassing Al, ML and blockchain
Australia, using topic modeling and Bayesian networks, and can be critical in terms of boosting taisable finance. And
Gaur et al. (2021) evaluates the inclination of Asian youth for Inampudi & Macpherson (2020) there is a great potential
regarding the achievement of the SDGs, building on a Ran- for Al to contribute towards global economic activity, espe-
dom Forest model to capture their opinions alzostistain- cially ESG investing. In fact, the digitalization of climate
able future. But what ab o utfinadndemased to ahk birthafr akFenTesh’secioitlesy c | i m
change? Interestingly, to answer this question Schlenker & prises technologpacked innovative business models for fi-
Taylor (2019) rely on ML as well, to pick the optimal model nanc e, somet hing that has bee
to estimate the market expectation on climate change. TheyFi nt ech” (see GDFA 2022 for a
analyzeprices of financial products whose payouts are tied sify marketdriven green fintech business solutions).
to future weather outcomes, and their results suggest that
trends in weather markets follow climate model predictions, Finally, we feel responsiblgbliged to bring to this discus-
and are not based on shotterm variation in observed  sion the other side of the impact of ML on climate change,
weather station data. Thisgmnising result would indicate  as well. New technologies do not only bring us opportuni-
that when money is at stake, agents are accurately anticipatties. Kaack et al. (2020) explain ways in which Al and ML
ing warming trends in line with the scientific consensus of can be detrimental to efforts addressing climatengha
climate models. warning of those uses that might harm our planet. Al er Al
driven technologies can become pollutants and net emitters
But the set of topics in climate finance where ML is being of greenhouse emissions, depending on the types of applica-
utilized is much broader. Rukk et al. (2022) show how  tions and the circumstances of their deployment. For exam-
ML can contribute, for instance, in climate investment, ap- ple, remote sensinalgorithms for satellite image analysis
plying deep learning both for tilting portfolio selection to- can be used to gather information on agricultural productiv-
wards low carbon emitting corporates, and investment tim- ity, but can also be used to accelerate oil and gas exploration.
ing. In fact, as concluded by the authors, this cleradigned Seltdriving cars can make driving more efficient, but they
investment strategy is creating major shifts in certain sectors could also increase the amowp#ople drive. And finally,
of the market towards renewable energy alternatives, which ML include computationally expensive programming,
are seen as having a greater growth potential than traditionalwhich is an energy intensive activity. This final concern has
fossil fuels. This is another example of the high impact of mi nt ed t he term “ Green Al ", r
climaterelated problems. Due to dependencies from several low carbon intensive coding and good practices relating the
nations on Russian oil and gas, the green transition hastraining and deployment of complex algorithms in the aca-
gained a further sense of emergency, having its implications demic industry (e.g.: Strubell et al. 2019, or Hershcovich et
on the future regulation of energy markets (e.g.: Plan Re- al. 2022). We include a dedicated literature review on this
PowerEurope). Furthemne, we could further elaborate on  topic in the Appendix.
the overlapping issue between green public policies and dig-
italization. For instance, Gailhofer et al. (2021) specifically
discuss about the role of Al in the European Green Deal, 3. Methodology

Bag et al. (2021) study the role of pubinstitutions on the We adopt and implement the Scientific Redares and Ra-

adoption of big data analytics and Al technology, and how tignales for Systematic Literature Reviews (SPABLR)
this affects sustainable manufacturing and circular econ-

omy, and Plakandaras et al. (2019) use ML techniques to



protocol, which consists of three major stages, namely as- to a purely automated data collection with arpest vali-
sembling, arranging, and assessing of articles (Paul et al.,dation based on the field expertise. For instance, a total of
2021). 45 search pagesh@wing 10 items each) were screened in
Google Scholar and the process of checking potential dupli-
Our final collection of documents adds up to 217 research cates between different databases was performed by an ex-
articles, from which we extract the abstracts, which will Pertusing the software OneNote. Contrary to other reviews,
comprise the sample of texts (corpus) in our study. Our goal W€ @im to focus on a narrow definition ofLMn climate
will be to discover the hidden or latent (unobservable) topics finance. This means our results should be familiar to econo-
in the corpus of documents (observable), using atéth- mists and not relying too heavily on environmental or engi-

nique, Latent Dirictet Allocation (Blei et al. 2003). This neering science with no con_nect|_on of the research.questlon
or conclusion to an economic of finance theme or discourse.

will help us understand documents analyzing the presenceg /' important to highlight that our approach, incorporatin
SR ipProgeny orat

“ t
? I lwo ' ?)St .It' Otfl tthe ln ; thh N f t etr m dtaosgréeﬁing prllage inuéogg?e S(':holar, Which @lfows forg% al,
istical sense, but ullimately the 1ast phase ot any topic mod- jqpqy understanding of a research field that is growing so

eling approach involves expert anasy uncover through ¢4 and therefore so much relevant research is still in work-
inspection a more usual theme that aligns with each topic, ing paper status, viting to be published by peeeviewed
allowing to name each of them with a more economic mean- joyrals, and therefore do not appear in results from more

ingful name. In addition, we aim to rank the topics according standardized databases like WoS or D.Al yet.
to their prevalence (Sievert & Shirley, 2014), which vl fi

to be a convenient visualization tool for the exploration and

presentations of the topics. Topic modelling

Topic modeling assumes a person approaches writing a doc-
. ument with a collection of topics in mdrand the words cho-
Data collection sen will represent this topic mixture. For instance, a climate
To assemble the corpus of articles onMased climate fi-  finance researcher applying ML to solve a problem will, for
nance, we identified relevant keywords relating to climate example, write a paper with a topic mixture of 50% climate

finance from a preliminary asssment of I_iterature reviews change, 30% finance, and 20% ML modelling. The key task
on both Sujt:‘/'lrlla.bli. (carbon, or %reen) fl?aTcgbggerGg% Ezjco'for the topic modeling researcher is therefore to reverse en-
nomics an in finance (if.: Kumagehal. » oNoa- gineer the latent topics from the observed words.

dusi et al. 2019, and Aziz et al. 2019kollowing the iden- . .
R ' I . . Currently, the most widely accepted approach for topic
tification of these words in climate finance and Khis led modeling is Latent Dirichlet Allocation (LDA) developed

to a combination of 15 keyworgjswe conducted a search . ) :
for articles using an advanced search string in the categoryby Blei et al. (2003). The key prcal advantage of LDA is

ALL (“article title, abstr atiafitalloyspgeumentstonea gixturgof diffgrenttopigsg
stract only”) on Googl e Sc HBIpQRCSargpregeniedas agnixiuge piwgrds. Thig ffs pj .
mensions.dj as shown inExpression 1 The start date was the rea_llty observe_d in climate fl_na_nce studies, since differ-
selected to beslJanuary 1999, until the present day, being €Nt topics can partially overlap within a doeent. We apply

the last update as of April 722022. the Gensim implementation of LDA in Python (Rehurek and
Sojka 2010). The procedure for extracting the topics consist
Expression 1 of a variety of steps required for training, tuning, and apply-
ALL= ("climate change" OR "ESG" OR "sustainable fi- ing the resulting LDA model to the corpus. We briefly de-
nance" OR "green finance" OR "climdieance"”) AND AB scribethe most important ones:

= (finance OR "financial market*' OR bond* OR invest-

ment* OR corporate* OR funding OR financing) AND A necessary first step in topic modeling is processing the
ALL= ("lasso" OR "random forest*" OR "extreme gradient” ~corpus of documents by tokenizing each document into a
OR "xgboost" OR CART OR "deep learning” OR "neural collection of their individual words where order is unim-

network” OR "machine learning") portant (i.e.: each docuyment i
Then, “stop words"” t hat have
The datawas collectétbh e dat a was col | é @hdéld ,usiofg .a “tHe" ), are remo)

manintheLoop” (HI L) approach. thatarehighlsrepsated in the corpus, whick weddeniify be-
cause they appear in more than half of the documents, or rare

5 After determining a reasonable combination of words we experimented ’ As a robustness check we verifiecdith  a | | the studies ta
with some other variations of terms for both dhd climate change, find- finance and economics” in the expert
ing no meaningful articles variation, suggesting we got a good convergence matechange.ai/ were included.

on a suitable corpus of identified research. 8 This was actually a drawback we saw from other related literature reviews

5 The symbol * is used to capture singular and plural forms of the words.  like Warin & Stojkov (2021), or Kumar etl. (2021).



terms for which weset a threshold of being in less than two topic token distribution. The LDA posteriors are a result of
documents. We deem that both categories of terms containthe tradeoff between two inherently conflicting goals.

little meaning to contribute to a relevant topic. Remaining Firstly, that only a relatively small number of topics are ex-
words in a document are st 8agffdria wellyrittep dagumend ans secondy that@mlyd s °
root, and accurately capture unique tetrsage. This means ~ high probaldity should be assigned to a small number of to-
suffixes are removed to create common stem terms, e.g.: fi- kens that belong to highly informative topics. The tratfe

nance, financial and finances might be reduced to the com- €XiSts because if we assign, for instance, a single topic to a
mon “financ” root. I n t heoSnge doc&;meptotlwgwcc%egllrllg atfhe firgt goglnthe secy mp
of words (usually monograms are used, but we could have °"d goal becomes difficuo achieve because all tokens in

bi- and trigrams). For simplicity, we keep our analysis to the document must have a relatively high probability of be-

single word tokens as we find that it allows us to easily label Ior!gmg to that S The_ estimation .Of .the LDA model re-
the topics at the final stage quires a Bayesian updating from its initial seamdom al-

location of topics to tokens and documents, taveoge to a
probabilistic distribution of topics across documents. Tech-
nically, the process will be completed when we find matri-
ces!  and—; that most likely have produced the ob-
served data . °

After processing the data, we count w@rdocuments that
together contaid unique tokens that we can repent by
an0  Omatrix@ with entriest j that are the number
of occurrences of tokea in documentQ Thus, the total
number of tokens in documet is 0 B 0 ;.The
LDA model consists of two matricgs,0 0 and—0 4. Survey Results

O, whereV is the total number of topics. For topi the .
vectorf contains the) token weights, which act as the AS We mentioned, LDA becomes aeiul approach to clus-

probabilities P& SQ that the tokert contribute to a docu- ter similar documents together from a large disparate litera-
ment’'s bag of wor dsQontcbutimgl i t #re ASdliS thg Gaseofiased gligtefinance. To select
to the documet. Thatis, 2 Q 1 . i.e.: the weight of the number of topics for our final model, multiple models
tokens in topic;Q. TheréforeB . Vh ' .p “For document with different topic numbers were produced and rateea

h .

‘Q the vector— contains the) topic weights- which act as iy fellowing Equation 2.

the probabilities PG that the LggfRggear in the doct A challenge with topic modeling is that topics that make

ment. ThusP QQ  —, i.e.: the weight of topicQin ML-sense do not necessarily make human sense. Therefore,
documenfQ. Similarly, B~ —  p. When these proba- i order to label the resulting topics, we do a qualitative
bilities are significant, we may say that a togks relevant  check with human expert judgeménensure that the words

in documeniQ Finally, this setting allows us to decompose determined for each topic make sense within the existing cli-
in Equation 1 the probability of a tokénin a documenit mate finance literature. When the LDA model is estimated,
as (Hofmann 2001): we inspect the topics in three ways: we look at the tokens

with the highest probability per topit (); we samle Q
¢ Tdocuments and check whether the highest probability
— of each documerbelonging to a topi€matches the
: , I O thematic area identified by a human expert in advance (who
g | read the abstraéf) and finally we look at the tokens ranked
accordiry to topic relevance as defined by Sievert & Shirley

] o ) ) ] (2014). The relevandeof token¢ to topic'Q given a tuning
Topic modeling involves reducing the dimensions of these parameter_is given in by:

matrices to end up with the same number of rows (docu-

o

ments) but a restricted number of columns which represent Eq. 2

the topics. To this purpose LDA assumes a particular Di- ~ L o i

richlet distribution that can besed to produce probability 1 ¢h®.  _I TG p _ | |§%
f

vectors] and—, that allow an assumption to be made
about how topics are distributed across tokens and docu-

ments. Using two external inputs,andf as Dirichlet pri- Where the term Tﬁi s called token’s |
ors, we can determine the generative process int#e LD the marginal probability of toked over the corpus, the

is a parameter that determinesor perdocument topic dis-  higher is its lift and the more exclusive a token is for a topic.
tribution, and’ is a parameter that determiries or per With _  p, tokens of top relevance equals the top words,

®The process for LDA is well described in Blei (2012) and in more  °All results present herein pass this test, with a threshold of at least
technical detail in Blei et al. (2003). 50% success rate.



even if these do not show up exclusiei that particular
topic. With_ 11, tokens of top relevance are the ones ex-
clusive to the given topic. By varying" 1ip and study-

ing the different resulting ranking of tokens, we get a good
understanding of the words that contribute to a topic. Fol-
lowing the recommendation of Sievert & Shirley (2014) we
fix _ 1@ ¢n order to label them with an economic mean-
ingful namet!!

As climate finance is a very fragmented topic, we are inter-
est on understanding first which might be the big overarch-
ing areas of reearch that clearly appear in the literature, be-
fore going any further in granularity. Therefore, we start by

10 topics, knowing that the ability of a humeo label the
economic meaning of the topics will be more challenging.
At the end, we are able to label a total of 7 comprehensive
and economically reasonable topics, having to discard 3 of
them. We decide to stop here, as more granularity offered
no further insights to human experts inspecting the tokens in
too small topics. In Table 2 we show the newly estimated
vectorf per topic (see Appendix).

By inspecting these keywords, we can again initially label
each topic, resulting this process in thedaling more gran-
ular research areas in climate finance that rely onnwith-
ods: (i) natural hazards, (ii) biodiversity, (iii) carbon mar-

estimating a model with three topics, because we want to kets, (iv) agricultural risk, (v) ESG factors & investing, (vi)

grasp a big picture of overarching areas that drive the re-

search agenda in Mbhased climt finance. In Table 1 we
show the estimated vectpr per topic, as extracted from

energy economics, and (vii) climate data. We discarcethre
topics because we find that their composition is either
mainly comprised of methodological terms (e.qg.: in topics 1
we encounter tokens |

the LDA model. After inspection, we label each topic, being and 3
able to identify three overarching thematic areas. Topic1 “ al gor i t hm” , “term”, “price”,
could be matched with transition risk, includingrd® re- with other topis (e.g.: in topic 5 we find concepts related to

lated to carbon emissions, energy economics, and buildingsc ar bon mar kets | i ke “emiss”,
efficiency. Then, we name topic 2 as physical risk, including mi ngl ed wi th | ow relevant t ok
references to flood (natural disasters), agricultural risk, cli- * f or ecast ” . Thi s, together wi:

mate change, crop performance and forests. Finally, inspect-v ance of t hi $ makeswus discard &)i Antlgis A =0 .
ing topc 3 we observe words linked to corporate & social stage we are interested again in checking the-tofgc dis-
responsibility, like ESG factors, (responsible) investing, tance, to confirm the link with our previous classification
companies’ per f or man We shows u sandahpwtheldhree pvergrchiagnttematic age&s.might break-
these results in the Appendix. down in these reasonable more granular reséheshes. In

Figure 4 we plot the visualization of the new clustering in 7
Once we understand that ML is used in three big reasmnabl meaningful topics.
areas of research of climate finance we wonder whether we
can locate narrower topics, in order to provide better field Figure 1. Visualization of topic 9 (Energy economics)
knowledge for future researchers. There is no easy way to
find the optimal number of topics. The most commonly used “*
statistical measuseto determine an appropriate number of
topics are the coherence score (Roder, 2014) and the statis
tical perplexity during topic modelling (Blei, 2003). While
increasing the number of topics usually improves these sta- .0
tistical measures during topic modeglinwe must at the
same time account for a higher computational cost of train-
ing the model as the number of topics increase, and more
importantly, the complexity for a human to discern the eco-
nomic meaning of more topics will also increase. In the Ap-
pendix Figure 12, we plot the coherence score and the la-
tency of training during the estimation of up to 40 topics,
and we evidence that the coherence finds a stable trend clos¢
to 15 topics. Following Zhao et al. (2015) we also compute
the rate of change in pdepity (RCP), as a more suitable  From this previous picture, we first observe that topics 6
selector of the number of topics (see Appendix, Figure 13). (carbon markets) and 9 (energy economics) are indeed very
This plot converges to a stable level around 5 to 10 topics. close of each other, and might reflect a breakdown of the
Observing this, we decide to estimate our LDA model with overarching area labeled before as Transition risk, as it is

1 Importantly, running a LDA model implies dm®rative process, efficiency (Hoffman et al. 2010). In order not to stop at a local op-
to find the optimal configuration. The more passes, increases the timum we use a high enough number of iteratiétiisding 3 topics
fithess of the model. In our case, the Gensim implementation, is an easier task for the LDA model, so we find a stable result using
based on a Bayesian approach, finds the best configuration of theonly 100 passes. Howevan order to find a higher number of
model automatically as well as severatiags related to numerical (meaningful) topics we will need 40.000



suggested by the silarity of their principal components. majoiity of topics related to climate change in finance. For
Then, topics 8 (ESG factors & investing) and 10 (Climate instance, we identify relevant studies covering five out of
data), again fall nearby one from each other, and reflect the seven topics listed in Kumar et al. (2021), which could
therefore correctly a breakdown of the previously named serve as a benchmark survey describing the field of sustain-
area Corporate & Social Responsibility. Figalive dis- able finance. Then, evshow evidence on how climate fi-
cover that topic 7 (agricultural risk), topic 2 (Natural haz- nance researchers are broadening the use of ML. From being
ards) and topic 4 (Biodiversity) cover a similar theme, being initially applied to solve physical risks problems, like

all of them connected to the previous area named Physicalweather and natural hazards forecasting, and issues related

risk. to energy economics, currently a relevant nuntfestudies
are using it for responsible investing, ESG factors and meas-
Therefore, we successfully arrive after inspection ofthere ur i ng cor porate’s compliance

evance scores of key tokens per topic to a meaningful un- disclosures, although these latter areas are less mature, as
derstanding of the concepts covered by each topic. For in- shown by the ratios of peeeviewed publications versus
stance, using as example Figure 4 for Topic 9, in the right working papers. Interestingly, some ML models outstand
hand side panel, we find highly ranked (nearly) exclusive within each field of interest. Overall, Random forests and

terms | ikei8sher dgicar bt ain, Artifitiad Neurad Metwdrkgareghe mostly used ones, but for
hous”, as well as over | appi instance, elimate dataiiskheavily petyiegdatural "Lan- “ ¢ a r k
and “build”. Varying the v aduage Brocessingid, Corpogaté&cSacial Respansibllityis| a b e |

topic as Energy economics, understanding this as a clusterstill heavily relying on more traditional tools like Lasso/
of research paper dealing with ML to selproblems related Ridge and Elastic net regularization in multiple types of re-
to GHG emissions, air pollution, carbon price, energy fore- gressions.
casting, energy consumption and buildings efficiency. For
further reference we leave in the Appendix the visualization .
of the remaining topics, being able to confirm that thellabe 6. Conclusion
ing makes economic sense after inspection of the respectiveywe aim to shed some light on the value of ML within cli-
relevance rankings, which also we must highlight that allow mate finance, in order to ungand its potential to drive in-
us to finetune the final name of each topic in further detail. ovative work in this knowledge area. To this purpose we
In the following Section we leverage on the granular classi- assemble a corpus of relevant articles and we estimate a La-
fication ofresearch areas to study key publication metrics in tent Dirichlet Allocation model to uncover latent topics in
order to understanding potential knowledge gaps, emerging the Jiterature, finding three overarching areas meven
areas of interest and key ML methods that are being utilized. granular application domains which we are able to label with
economic meaning that significantly describe where ML is
being used within climate finance. To the best of our
knowledge this is the first study that relies on Natural Lan-
Using the classification into topics that we founthia LDA guage Procesginto survey this highly heterogeneous re-
analysis (both the classification into three topics and the search field, offering academics, market experts and policy
more granular classification into seven topics) we show in makers a means to assess emerging topics, and promising
the AppendiXTable 1)a descriptive summary of key statis- thematic areas. We hope this will enable a profound
tics of the corpus under scrutiny. From a total bf @nique knowledge of the field, aiding climate finan@escale up in
documend, Physical risks, Transition risks and CSR capture order to become mainstream finance in the near future.
a similar share of total publications. However, Physical risk
seems to be a more mature research area as the majority oAs a bottom line, climate finance literature has been grow-
publications are in peeeviewed journals. This contrasts ing fast, and we have been able to demonstrate the im-
with other areas that em to be emerging and relying still  portance of ML in this fieldWe uncover up to seven re-
more on working paper format, especially two, Climate search topics thatr@ coherent with current sustainable fi-
data, where more than half of the research articles gatherednance literature reviews, and illustrate the areas where ML
are still in not published in a journal, and ESG fact®rs is adding more value. For instance, climdéaseems to be
investing where notably close to half of thecuments be- a novel area that is arising thanks to ML. We also identify
long to this clasg-urther analysis is provided in the Appen- topicslike physical risk that remas mainly covered by en-
dix, including a breakdown of ML methods used per topic. vironmental journals, whileconomic journalseem priori-

tize research on ESG and carbon markets, having therefore
From our results, we are able to extract some stylized con- to acknowledge that the relevance of climate finance is still
clusions. First we observe that currently ML is applied for a a work in progess in the top academic arénaconomis.

5. Publication Trends and Analysis
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Appendix

Publication Trends and Analysis

Table 1. Descriptive statistics of the corpus.

= Countartices

ound  Working Paper _Cont Poceeding
LT Sodveniy = g 3

Tonctonmsks | Energy sconomcs - o

Comorate Bsodal
Resporbaty

Figure 2. Relative frequency of application domains, by
topic classification

3 research areas
Corporate & —

7 granular research areas

Responsibity \
31% N

D 1%
)\ Physical Risk v
34% /. aw

Figure 3. breakdown of documents, by type of publica-
tion

Cumulative number of publications per year

45 Journal * = Working Paper **

&*
& & & 84 & &
0 & $ @ N
o & 040° & S
<& &
&

& & ¥
»

20
15
s 1L
5
s il In 10 x
A \.‘- o&g)‘» &0\% bcp

*Includes published book chapter, and peer-reviewed journals.

**Includes non-peer reviewed publications, like working papers, Phd dissertations and Conference proceeding

Figure 4. Number of publications (cumulative) per year
and topic

Number of publicati

per year and topic

<2015 2015 2016 2017 2018 2019 2020 2021 2022

—— Biodiversity Natural Hazards Agricultural risk Energy economcis

—— Carbon Markets ——ESG factors & investing=— Climate data

Out of those publications that were published in journal for-
mat (totaling 136), we are able to classify them per type of
science. We identify publications of Mbhased climate fi-
nance in very heterogeneous knowledge domains, like jour-
nals from environmentasciences, computer sciences, or
economics and finance journals. Rigure 5 we plot this
breakdown, concluding that Economic and Finance journals
still pay more attention to topics related to CSR and Transi-
tions risks, lagging behind other scientific joals that pub-

lish more work on Physical risk and its seeiconomic im-
pact.

Figure 5. Breakdown of publications by type of science
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Finally, we are interested in investigating which are the most
used ML models per topic, in order to provide valuable i
sights to experts willing to look into new fields where this

The emerging importance of some topics can be also con-tools are been successfully useful.Aigure 6 and 7 we

cluded fromFigure 4 which shows the cumulative number

show the breakdown for Physical and Transition risks. Very

of publications per year and topic. We highlight that Energy interestingly in Physical risk we appreciate a strong usage
economics (gray line) is a highly covered area, showing of image recognitin tools, usually associated with the need
sharp growth rates as well Carbon markets (yellow line) and to handle newly available (unstructured) data from remote
ESG factors (orange line). Agricultural and extreme weather sensing, text, and satellites. Following this method both
events is possibly the area with the most stable growth rate, Random forests and Atrtificial Neural Networks are widely
indicating the réance of researchers and experts on this ap- ysed in this field of research. Howevir Transition risks,

plication domain of ML methods during the last years.

Artificial Neural Networks dominate within our subset of
documents, but can highlight that a relevant share of studies
in this domain still use more traditional techniques like
Lasso and other penalizégbe regressions.



Figure 6. Type of ML model used in Physical risk
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Figure 7. Type of ML model used in Transition risk
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il

In Figure 8 we show the models predominantly used in
CSR. Two facts are important to highlight, first that the am-
ple dispersion of methods used in CSR; anasély, the

strong the strong reliance in Natural Language Processing

tools, clearly strongly used by studies focusing on how to
extract and report climatic data.

Figure 8. Type of ML model used in CSR

Type of model used, Corporate & Social Responsibilty

To conclude, we extract one further interestirgight. In all
the three overarching areas of research-postinterpreta-
bility techniques are starting to be used, gaining a relevant

share in all these application domains, in line with recent
advances in the academic field of Explainable Al. This trend
goes in parallel with its gaining traction in several other ar-
eas of mainstream finance like risk management, both at ac-
ademic level (see Albanesi & Vamossy 2019, or Watcher et
al. 2017, for example) and within financial supervisors and
regulators, as illstrated in IIF (2020), EBA (2021),
Akinwumi et al. (2022), Dupont et al (2022), Bafin (2022),
or Alonso & Carh6 (2022).

Methodology

Figure 9. Coherence score, and latency of training
LDA.
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Green Al stance, challenges like model interpretability require com-
Recently artificial intelligence has encountered such dra- putationally expensive aldoc techniques like SHAP
matic progress that it is seen as a tool of choice to solve en-(Alonso & Carbd, 2022), or the cost of differentmlvacy
vironmental issues, such as greenhouse gas emissionds often a reduced model accuracy and a lowered conver-
(GHG). At the same time the ML researchers began to real- gence speed producing a higher carbon footprint due to ei-
ize that training models with more and more parameters re- ther longer rurtimes or extensive experiments (Tornede et
quired a lot of energy and as a consequence GHG emissionsal. 2021). Similarly, this happens with Automated ML (Au-
questioning the complete environmental impacts of Al toML), a discipline hat provides methods and processes to
methods for the environment (see Schwartz et al. 2020). make ML available for noiMachine Learning experts,
Based on this concern, Ligozttal. (2021) propose to study ~ where this problem is amplified due to large scale experi-
the possible negative impact of Al systems often presented ments conducted with many datasets and approaches, each
as a solution to climate change, presenting different meth- of them being run with several repetitions to rulerandom
odologies used to assess this impacts, in particular life cycle effects (Naidu et al. 2021).

assessment. For instance, recent advancéwdge Trans-

former models have been taking seriously into consideration

their environmental footprint at the time of designing and

developing the models (see Zhang et al. 2022b).

However, as we are seeing in our study, a large variety of
ML methods are sed in Climate Finance, making sense to
extend the concern on the environmental footprint of ML
more broadly. Strubell et al. (2019) in a pioneer paper esti-
mated the consumption of large NLP models, comparing it
in CO2 equivalents with illustrative genetdé examples.
They conclude that training a big Transformer with neural
architecture search can emit up to six times what a car pro-
duces (including fuel) in its lifetime. Therefore, the authors
recommend to grant researches equitable access to compu-
tation resources, and suggest to prioritize computationally
efficient hardware and algorithms. In Strubell et al. (2021)
they extend their work to modern language models like
BERT, or GPT2.

Overall, a common conclusion is that we need accurate re-
porting of eergy and carbon usage. It is essential for under-
standing the potential climate impacts of ML research to in-
centivize responsible research. To this purpose, Henderson
et al. (2021) introduce a framework that makes this easier
by providing a simple interfac f o r tracking ML model s’
reaktime energy consumption and carbon emissions, mak-
ing carbon accounting easier. Lacoste et al. (2019) present
as well a Machine Learning Emissions Calculator as a tool
for researches to better understand the environmentatimpa
of training their models. In a position paper Schwartz et al.
(2020) advocates a practical solution by making efficiency
an evaluation criterion for research alongside accuracy and
related measures, like Hershcovich et al. (2022) who pro-
pose a climate grformance model card with the primary
purpose of being practically usable with only limited infor-
mation about experiments and the underlying computer
hardware, in order to increase awareness about the environ-
mental impact of NLP research.

A big challengeremains on new methods being currently
develop to achieve a trustworthy and scalable ML. For in-



Clustering results: 3 thematic areas

Figure 11. Visualization of Topic 2 (physical risk)
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Figure 12. Visualization of Topic 2 (physical risk)
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Figure 13. Visualization of Topic 3 (corporate & social
responsibility)
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Clustering results: 7 granular application domains

Figure 14. Visualization of topic 6 (carbon markets)
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Figure 15. Visualization of topic 8 (ESG factors & invest-
ing)
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Figure 16. Visualization of topic 10 (Climate data)
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Figure 17. Visualization of topic 4 (Biodiversity)
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Figure 18. Visualization of topic 2 (Natural hazards)
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Figure 19. Visualization of topic 7 (Agricultural risk)
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